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Analytical and Computational
Modeling of Sustained-Release
Drug Implants in the Vitreous
Humor
Sustained ocular drug delivery systems are necessary for patients needing regular drug
therapy since frequent injection is painful, undesirable, and risky. One type of sustained-
release systems includes pellets loaded with the drug, encapsulated in a porous shell that
can be injected into the vitreous humor. There the released drug diffuses while the physi-
ological flow of water provides the convective transport. The fluid flow within the vitreous
is described by Darcy’s equations for the analytical model and Brinkman flow for the
computational analysis while the drug transport is given by the classical
convection–diffusion equation. Since the timescale for the drug depletion is quite large,
for the analytical model, we consider the exterior surrounding the capsule to be quasi-
steady and the interior is time dependent. In the vitreous, the fluid-flow process is rela-
tively slow, and meaningful results can be obtained for small Peclet number whereby a
perturbation analysis is possible. For an isolated capsule, with approximately uniform
flow in the far field around it, the mass-transfer problem requires singular perturbation
with inner and outer matching. The computational model, besides accommodating the
ocular geometry, allows for a fully time-dependent mass-concentration solution and also
admits moderate Peclet numbers. As expected, the release rate diminishes with time as
the drug depletion lowers the driving potential. The predictive results are sufficient gen-
eral for a range of capsule permeability values and are useful for the design of the
sustained-release microspheres as to the requisite permeability for specific drugs.
[DOI: 10.1115/1.4051785]

1 Introduction

It is estimated by the World Health Organization that about 1.3
billion people worldwide are dealing with some sort of visual
impairment. There are several causes for visual impairment such
as cataract, glaucoma, age-related macular degeneration, corneal
opacity, diabetic retinopathy, trachoma, and refractive errors.
There are a number of effective clinical approaches for treating
some of these disorders, and one of the approaches is periodic

delivery of the required drugs to the impaired tissue through intra-
ocular injection. While this method is very effective, a major dis-
advantage is that it needs many painful injections, which is not
favorable for the patients.

One approach to this problem is using implant/carrier micropar-
ticles that control drug release rate. In this regard, our effort for
this work is to study analytically the sustained drug release from
an injected implant in the vitreous humor (often referred to as the
“vitreous”). One of the goals is to examine the role of physical
parameters of both the vitreous humor and the composition of the
microparticles. This work presents both analytical and numerical
studies for modeling drug distribution by diffusion and convection
mechanisms within the vitreous humor with the long-term goal of
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obtaining proper design values for the diffusion coefficient of micro-
particles and the permeability of the encapsulating membrane.

Intravitreal drug delivery is a topic of great interest [1] and in
this regard predictive mathematical models for the transport proc-
esses are being developed (see discussions in Refs. [2] and [3]).
There have been several past studies on ocular implants. Lee et al.
[4] have provided a comprehensive review of biodegradable
implants and conclude that such delivery systems offer consider-
able promise for treatment of ocular disease. There have been sev-
eral other studies and reviews on both biodegradable and
nonbiodegradable implants [5–18]. However, analytical and com-
putational studies are few. Kim et al. [19] fabricated disk-shaped
sustained-release implants, loaded with gadolinium-diethylenetri-
amine pentaacetic acid (Gd-DTPA) and studied experimentally
the drug distribution by MRI. Additionally, they carried out a
three-dimensional computer simulation of the surrogate drug dis-
tribution process. Very recently, Ferreira et al. [9] developed a
computational model for a disk-shaped intravitreal implant.

Our approach consists of analytical modeling by singular per-
turbation for low Peclet numbers and computational modeling for
low-to-moderate Peclet numbers. For the analytical model, the vit-
reous is modeled as a Darcy fluid and the localized flow in the
vicinity of the implanted capsule is taken to be uniform flow. For
the computational analysis, the geometry is taken to be closer to
that of the human eye, and the flow field within the vitreous is
described by Brinkman’s equations for the porous medium. We
first begin with the singular perturbation approach.

2 Mathematical Model: Singular Perturbation

Analysis

We consider a spherical capsule of radius R placed in the vitre-
ous humor where the fluid flow is assumed to be described by
Darcy’s equation for a porous medium. This is reasonable because
the vitreous, while in a gelatinous state, consists of a 99.9% liquid
in a fibrous mesh of hyaluronic acid and collagen [20,21]. While
the fluid flow field in the vitreous has a distribution, we consider a
small capsule and approximate the flow in the vicinity as a uni-
form field perturbed by the presence of the particle. This is
described graphically in Figs. 1 and 2. The differential equations
for fluid flow in dimensional form are given next.

2.1 Differential Equations. We adopt an axisymmetric
spherical coordinate system ðr�; hÞ with the localized uniform
flow in the z� direction.

2.1.1 Fluid Flow. The momentum- and mass-conservation
equations with the Darcy flow approximation are given by

u� ¼ �K

l
r�p�; r�2p� ¼ 0 (1)

where u� is the velocity field, p� is the pressure, K is the Darcy
coefficient, and l is the viscosity of the liquid part of the vitreous.

2.1.2 Mass Transfer. The mass transfer in the exterior is
described by the convection-diffusion equation for the drug con-
centration c�

@c�

@t�
þ u� � r�c� ¼ Dr�2c� (2)

where D is the diffusion coefficient for the drug in the vitreous.
For the perturbation analysis, the quasi-steady approximation for
the exterior mass flow is made whereby the time-derivative term
is dropped. Considering that the drug release is, by design, slow,
we assume that the released drug quickly reaches a steady-state in
the timescale of the capsule lifetime. This is the basis of the ana-
lytical model. However, in the computational model, the time-
derivative term is kept. In the interior of the capsule, we assume
no convective transport, and pure diffusion describes the mass
flow, i.e.,

@bc�
@t�
¼ bDr�2bc� (3)

where bD is the diffusion coefficient of the drug in the encapsu-
lated liquid–drug solution, and bc� is the drug concentration there.
The initial and boundary/interface conditions are given next.

2.2 Initial and Boundary/Interface Conditions

2.2.1 Flow Field. The far-field velocity is taken to be U0 so
that

u�jr�!1 ¼ U0bez (4)

where r� is the spherical radial distance from the center of the
implant, and bez is a unit vector in the direction of flow. At the sur-
face of the capsule, zero normal velocity is applied, i.e.,

u� � n jr�¼R ¼ 0 (5)

where n is a unit normal vector. Here, the zero tangential velocity
condition cannot be satisfied since the differential-equation sys-
tem is second-order, and we tolerate slip at the interface.

2.2.2 Mass Transfer. The initial drug concentration is taken
to be c0 in the capsule and zero outside so that

bc�jt�¼0 ¼ c0 (6)

and

c�jt�¼0 ¼ 0 (7)
Fig. 1 Spherical drug implant in the vitreous (not to scale)

Fig. 2 Local flow around the spherical implant in the vitreous
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The concentration far away from the capsule is taken to be zero,
i.e.,

c�jr�!1 ¼ 0 (8)

At the interface r� ¼ R, we have continuity of mass flux but the
concentration is allowed to have a jump across the membrane.
These conditions are described by

� bD @bc�
@r�

����
r�¼R

¼ �D
@c�

@r�

����
r�¼R

¼ l bc� � c�ð Þjr�¼R (9)

where l is the interfacial mass-transfer coefficient represent-
ing membrane permeability. It should be noted in this math-
ematical model where the vitreous humor region is
approximated as an infinite medium, the initial condition (7)
and the boundary condition (8) are taken to be the same for
compatibility.

2.3 Nondimensional Scaling of the Transport Equations.
To render the equations dimensionless, we apply the following
dimensionless scaling:

r ¼ r�

R
; r ¼ Rr�; z ¼ z�

R
; P ¼ p�KR

U0l

c ¼ c�

c0

; bc ¼ bc�
c0

; Pe ¼ U0R

D
¼ e� 1

Bi ¼ lR

D
� 1; /D ¼

bD
D
; UD ¼ /D 1þ 1

Bi

� �
; Sh ¼ Q

4pRD
;

Fo ¼ t ¼ t� bD
R2

; WD ¼ /D

1

2
þ 1

Bi

� �

where Q represents the total mass transport rate from the cap-
sule, and Bi, Pe, Sh, and Fo are the Biot, Peclet, Sherwood,
and Fourier numbers. The Biot number is defined with the
continuous phase diffusion coefficient because it makes the
definition of the parameters UD and WD a bit less cumber-
some. With this scaling, Eqs. (1)–(9) take the following dimen-
sionless form:

Darcy flow

u ¼ �rP; r2P ¼ 0 (10)

Exterior mass transfer

e u � rc ¼ r2c (11)

where, for the analytical solution, the time-derivative term has
been dropped under the quasi-steady approximation.

Interior mass transfer

@bc
@t
¼ r2bc (12)

Initial, boundary, and interface conditions

t ¼ 0 : bc ¼ 1; c ¼ 0 (13)

r ! 0 : bc <1 (14)

r ¼ 1 : u � n ¼ 0; �/D

@bc
@r
¼ � @c

@r
¼ Bi bc � cð Þ (15)

r !1 : u! ez; c! 0 (16)

2.4 Analytical Solution

2.4.1 Velocity and Pressure Fields. Equations (10) with
velocity boundary conditions (15) and (16) represent the standard
potential flow past a sphere. The pressure field representing the
velocity potential is found to be the following in a spherical coor-
dinate system:

P ¼ � r � 1

2r2

� �
�l (17)

where �l ¼ cosh. The gradient of the pressure gives the velocity
field with the following components

ur ¼ �
@p

@r
¼ 1� 1

r3

� �
�l (18)

uh ¼ �
1

r

@p

@h
¼ � 1þ 1

2r3

� �
1� �l2
� �1=2

(19)

2.4.2 Concentration Fields. As mentioned earlier, the interior
of the capsule is time-dependent diffusion-only based transport
while the exterior in quasi-steady with low Pe convection and dif-
fusion. We use the method of Laplace transform and begin by
transforming Eqs. (11)–(15). We define the transforms of the con-
centrations fields as

Lbc r; t;lð Þ ¼ �bcðr; �l; sÞ; andLc r; t; �lð Þ ¼ �cðr; �l; sÞ (20)

where

L f tð Þ½ � ¼
ð1

0

e�stf tð Þ dt ¼ �f ðsÞ (21)

Under the transform, and the expressions (18) and (19) for the
velocity components, Eqs. (11) and (12) become

@2�c

@r2
þ 2

r

@�c

@r
þ 1

r2

@

@�l
1� �l2
� � @�c

@l

� �

¼ e 1� 1

r3

� �
�l
@�c

@r
þ 1� �l2
� �

r2
1þ 2

r3

� �
@�c

@�l

" #
(22)

and

@2�bc
@r2
þ 2

r

@�bc
@r
þ 1

r2

@

@�l
1� �l2
� � @�bc

@l

" #
¼ s�bc � 1 (23)

respectively. The initial condition (13) gets imbedded in Eqs. (22)
and (23). The boundary and interface conditions (14)–(16) change
only in notation, i.e.,

r ! 0 : �bc <1 (24)

r ¼ 1 � /D

@�bc
@r
¼ � @�c

@r
¼ Bi �bc � �cð Þ (25)

r !1 : �c ! 0
(26)

2.4.3 Solution by Singular Perturbation. The singular pertur-
bation method has been successfully applied to heat and mass
transfer problems pertaining to isolated spherical and nonspherical
particles experiencing convective and diffusive transport [22–28].
Following the procedures developed in classical works by Acrivos
and Taylor [26], Gupalo and Ryazantsev [27], and more recently
by Bell et al. [28] for fully steady-state cases, we extend the
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technique for the transient interior (see Sadhal [29]). However, we
appropriately apply the Darcy velocity field instead of Stokes flow
in the vitreous humor region. Thus, we apply the expansions for
Pe ¼ e� 1 so that

�bc ¼ bh0 þ ebh1 þ e2bh2 þ � � � (27)

�c ¼ h0 þ eh1 þ e2h2 þ � � � (28)

This leads to the following hierarchy of problems where a
spherical coordinate system is employed. The development
relies on an earlier work by Sadhal [29] but as mentioned,
the flow field in the present case is different and most impor-
tantly, we have taken the current perturbation analysis to
Oðe2Þ.

Order e0

The exterior problem to the leading order is

@2h0

@r2
þ 2

r

@h0

@r
þ 1

r2

@

@�l
1� �l2
� � @h0

@�l

� �
¼ 0 (29)

and the interior problem satisfies

@2bh0

@r2
þ 2

r

@bh0

@r
þ 1

r2

@

@�l
1� �l2
� � @bh0

@l

" #
¼ sbh0 � 1 (30)

with boundary and interface conditions

r ! 0 : bh0 <1 (31)

r ¼ 1 : �/D

@bh0

@r
¼ � @h0

@r
¼ Bi bh0 � h0

� �
(32)

r !1 : h0 ! 0 (33)

The general solutions for Eqs. (27) and (28) are

h0 r; �l; sð Þ ¼
X1
n¼0

AnðsÞr� nþ1ð Þ þ BnðsÞrn
h i

Pnð�l
	

(34)

and

bh0 r; �l; sð Þ ¼
X1
n¼0

bAn sð Þin qrð Þ þ bBn sð Þkn qrð Þ
h i

Pn �lð Þ þ
1

s
(35)

where Pnð�lÞ represents Legendre polynomials, �l ¼ cosh
q ¼ s1=2, and inðqrÞ and knðqrÞ are spherical Bessel functions
with

i0 qrð Þ ¼
sinhqr

qr
and i1 qrð Þ ¼ �

sinhqr

qrð Þ2
þ coshqr

qr
(36)

Upon satisfying (31)–(33), we obtain

A0 sð Þ ¼
/Dðqcoshq� sinhqÞ

sf 1� UDð Þsinhq� UD qcoshqg (37)

bA0 sð Þ ¼
q

sf 1� UDð Þsinhq� UD qcoshqg (38)

An sð Þ ¼ bA0 sð Þ ¼ 0; n � 1 (39)

and

Bn sð Þ ¼ bB0 sð Þ ¼ 0; n � 0 (40)

resulting in just a spherically symmetric leading order

h0 r; �l; sð Þ ¼
A0 sð Þ

r
; bh0 r; �l; sð Þ ¼ bA0 sð Þ

sinh qrð Þ
qr

þ 1

s
(41)

The constants /D and UD are related to the mass-transfer Biot
number, Bi, and have been defined at the beginning of Sec. 2.3.
We shall invert to the time domain after obtaining higher order
solutions.

Order e1

The exterior problem to this order is

@2h1

@r2
þ 2

r

@h1

@r
þ 1

r2

@

@�l
1� �l2
� � @h1

@�l

� �
¼ �A0 sð Þ

r2
1� 1

r3

� �
l

(42)

while the interior problem is

@2bh1

@r2
þ 2

r

@bh1

@r
þ 1

r2

@

@�l
1� l2
� � @bh1

@�l

" #
¼ sbh1 (43)

with boundary and interface conditions

r ! 0 : bh1 <1 (44)

r ¼ 1 : �/D

@bh1

@r
¼ � @h1

@r
¼ Bi bh1 � h1

� �
(45)

r !1 : h1 ! 0 (46)

The general solutions for Eqs. (42) and (43) are

h1 r; �l; sð Þ ¼
X1
n¼0

A�n sð Þr� nþ1ð Þ þ B�n sð Þrn
h i

Pn �lð Þ

þ A0 sð Þ
1

2
� 1

4r3

� �
�l (47)

and

bh1 r; �l; sð Þ ¼
X1
n¼0

bA�nðsÞinðqrÞ þ bB�nðsÞknðqrÞ
h i

Pnð�l
	

(48)

The exterior solution given by Eq. (47) does not vanish as r !1
and the problem is therefore singular. To handle this, we setup the
outer problem using the outer variable q ¼ er and the dependent
variable as �c r;l; sð Þ ¼ �C q;l; sð Þ. In terms of q, the exterior
region Eq. (22) becomes

@2H

@q2
þ 2

q
@H

@q
þ 1

q2

@

@�l
1� �l2
� � @H

@l

� �

¼ 1� e3

q3

 !
�l
@H

@q
þ 1� �l2
� �

q
1þ 2e3

q3

 !
@H

@�l

" #
(49)

We now setup the outer expansion of the exterior region in the
form

�C q; l; sð Þ ¼
X1
n¼0

gn eð ÞHn (50)
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where gn eð Þ will be determined by inner and outer matching in the
exterior region. For the leading order in of this expansion, it is rea-
sonable and not difficult to show that [26]

@2H0

@q2
þ 2

q
@H0

@q
þ 1

q2

@

@�l
1� �l2
� � @H0

@�l

� �

¼ �l
@H0

@q
þ 1� �l2
� �

q
@H0

@�l

" #
(51)

The solution to this is

H0 q; l; sð Þ ¼ eql=2
X1
n¼0

CnðsÞkn
q
2

� �
Pn lð Þ (52)

where kn
q
2

� �
represents spherical Bessel functions. Now satisfying

the boundary/interface conditions (44) and (45) for h1 and
matching

h0 þ eh1 ¼ g0 eð ÞH0 (53)

to OðeÞ, while skipping the tedious algebra, yields

C0 sð Þ ¼
1

2
A0 sð Þ; B�0 ¼ �

1

2
A0 sð Þ; g0 eð Þ ¼ e (54)

A�0 sð Þ ¼
1

2s

/D qcoshq� sinhqð Þ
1� UDð Þsinhq� UD qcoshq


 � !2

(55)

bA�0 sð Þ ¼ �
q/D qcoshq� sinhqð Þ

2s 1� UDð Þsinhq� UD qcoshq

 �2

(56)

bA�1 sð Þ ¼ �
5
8

A0 sð Þ
ð1� 2WDÞðqcoshq� sinhqÞ þWDq2sinhq

(57)

where WD ¼ /D
1
2
þ 1=Bi

� �
has been defined at the beginning of

Sec. 2.3. Keeping only the nonzero terms, Eqs. (47) and (48) may
be written as

h1 ¼
A�0ðsÞ

r
�� 1

2
A0 sð Þ þ A0 sð Þ

1

2
� 1

4r3

� �� �
�l (58)

bh1 ¼ bA�0 sð Þ
sinhqr

qr
þ bA�1 sð Þ �

sinhqr

q2r2
þ coshqr

qr

� �
�l (59)

and the outer solution is

H0 ¼ A0 sð Þ
e�qð1��lÞ=2

q
(60)

We can now go to the next order.
Order e2

In the exterior region

@2h2

@r2
þ 2

r

@h2

@r
þ 1

r2

@

@�l
1� �l2
� � @h2

@�l

� �
¼ 1� 1

r3

� �
�l
@h1

@r
þ 1þ 2

r3

� �
1� �l2
� �

r

@h1

@�l

¼
X2

k¼0

Zk rð ÞPk �lð Þ (61)

where

Z0 rð Þ ¼ A0ðsÞ
3r
þ A0ðsÞ

4r2
þ A�1 sð Þ

r6
� A0 sð Þ

3r7
(62)

Z1 rð Þ ¼ �A�0 sð Þ 1

r2
� 1

r5

� �
(63)

Z2 rð Þ ¼ �A0 sð Þ
3r
� 2A�1 sð Þ

r3
þ A0ðsÞ

2r4
þ A�1 sð Þ

r6
� 5A0 sð Þ

12r7
(64)

Within the capsule

@2bh2

@r2
þ 2

r

@bh2

@r
þ 1

r2

@

@�l
1� �l2
� � @bh2

@�l

" #
¼ sbh2 (65)

The boundary and interface conditions remain the same as for
OðeÞ, i.e.,

r ! 0 : bh2 <1 (66)

r ¼ 1 : �/D

@bh2

@r
¼ � @h2

@r
¼ Bi bh2 � h2

� �
(67)

r !1 : h2 ! 0 (68)

The general solutions for Eqs. (61) and (65) are

h2 r; l; sð Þ ¼
X1
n¼0

Lk rð ÞPn �lð Þ (69)

where

L0 rð Þ ¼ �A0

1

120r5
þ 1

24r2
� 1

6
r

� �
� A�1

36r4
þ a0

r
þ b0 (70)

L1 rð Þ ¼ A0

1

4r3
þ 1

2

� �
þ a1

r2
þ b1r (71)

L2 rð Þ ¼ �A0

1

24r5
þ 5

24r2
� 1

6
r

� �
þ A�1

3r
þ a2

r3
þ b2r2 (72)

Lk rð Þ ¼ ak

rkþ1
þ bkrk

� �
; k � 3 (73)

and

bh2 r;l; sð Þ ¼
X1
n¼0

F�n sð Þin qrð Þ þ E�n sð Þkn qrð Þ
� 


Pn �lð Þ (74)

In the outer region, the differential equation is the same as
Eq. (51), i.e.,

@2H1

@q2
þ 2

q
@H1

@q
þ 1

q2

@

@�l
1� l2
� � @H1

@�l

� �

¼ l
@H1

@q
þ 1� �l2
� �

q
@H1

@�l

" #
(75)

with the solution

H1 q;l; sð Þ ¼ eq�l=2
X1
n¼0

C�nðsÞkn
q
2

� �
Pn �lð Þ (76)

Once again, we see that the far-field condition (85) cannot be sat-
isfied, and asymptotic matching is needed. Now, satisfying the
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remaining conditions (66) and (67) carrying out the matching to
Oðe2Þ

h0 þ eh1 þ e2h2 ¼ g0 eð ÞH0 þ g1 eð ÞH1; ðg0 eð Þ ¼ eÞ (77)

we obtain

a0 sð Þ ¼ �/DF�0i�0 qð Þqþ
3

16
A0 þ

1

3
A�1 (78)

b0 sð Þ ¼ �
1

2
a0 sð Þ (79)

F�0 sð Þ ¼
11
40

A0 � 1
12

A�1
i0 qð Þ þWDi�0 qð Þq

(80)

and g1 eð Þ is identified as e2. Some of the other constants are as
follows:

ak ¼ bk ¼ 0; k � 3; b2 ¼ 0; E�n ¼ 0; n � 0 (81)

Other constants a2; F�1; F�2;½ �, pertaining to the P1ðlÞ and P2 lð Þ;
have been found but are not reported here because these are not
needed for the total mass transfer which is calculated next. Also,
the inversion to the time domain will be carried out at that stage.

2.4.4 Total Mass Transfer. The total mass transfer in the Lap-
lace domain is given by

�/D

@�bc
@r

����
r¼1

¼ �Sh0 sð Þ þ e �Sh1 sð Þ þ e2 �Sh2 sð Þ þ � � � (82)

where the Sherwood number expansion terms are

�Sh0 sð Þ ¼ A0 sð Þ; �Sh1 sð Þ ¼ A�0 sð Þ (83)

and

�Sh2 sð Þ ¼ �/DF�0 sð Þqi00 qð Þ (84)

The next step is inversion into the time domain using the Mellin
integral

Sh tð Þ ¼ 1

2pi

ðcþi1

c�i1
�Sh sð Þest ds (85)

This is a fairly elaborate procedure entailing first-order and
second-order poles in the complex domain. We give only the
results. Thus

Sh0 tð Þ ¼ 2/D

X1
n¼1

e�k2
nt

1� UD þ U2
Dk2

n

(86)

and

Sh1 tð Þ ¼ /2
D

X1
n¼1

e�k2
nt

G2
n

1� UD � U2
Dk2

n

� 	
�

2 1� UDk2
n þ k2

nt
� 	

Gn

24 35
(87)

where

Gn ¼ 1� UD þ U2
Dk2

n (88)

and kn is the set of roots of the transcendental equation

1� UDð Þtankn ¼ �UDkn; n ¼ 1; 2; 3; … (89)

The Oðe2Þ term of the Sherwood number is an elaborate expres-
sion that has five parts with contributions from three sets of poles
from the expressions in the Laplace domain. We express Sh2 tð Þ as

Sh2 tð Þ ¼ 39

80
þ 5

96g

� �
Sh0 tð Þ þ qd

a tð Þ þ qd
b tð Þ þ qk

b tð Þ þ qb
b tð Þ (90)

where g ¼ 1=Biþ 1
2
;

qd
a tð Þ ¼ � 39

80
þ 5

96g

� �X1
n¼1

2/De�d2
nt

1�WD þW2
Dd2

n

(91)

qd
b tð Þ ¼ 5/D

48g

X1
n¼1

e�d2
nt

ð1� 2WD þW2
Dd2

nÞð1�WD þW2
Dd2

nÞ
(92)

qk
b tð Þ ¼ 5/D

96g

X1
n¼1

e�k2
nt

ð1� UD � U2
Dk2

nÞð1� 2WD þW2
Dk2

nÞ
(93)

and

qb
b tð Þ ¼ þ 5

96

X1
n¼1

/3
DW2

Db4
ne�b2

nt

½1þWD �W2
Dð2� b2

nÞ�ð1� 2WD þWDUDb2
nÞð1� 2WD þW2

Db2
nÞ

(94)

The kn values have been defined in Eq. (89) and dn, and bn are the
roots of the transcendental equations

1�WDð Þtandn ¼ �WDdn (95)

and

tanbn ¼
bnð1� 2WDÞ

1� 2WD þWDb2
n

(96)

The Sherwood number can be readily computed from these
expressions. Since these are limiting results for Pe� 1, we shall

combine these results with the numerical analysis where proper
comparison of the two models (perturbation analysis and compu-
tational) can be made.

Besides the mass depletion rate expressed by the Sherwood
number, there is also interest in how much of the drug remains in
the capsule as a function of time. This can be represented by the
volumetric average in capsule.

2.4.5 Average Capsule Concentration. Using the expansion
for �bcðr;l; sÞ as given by Eq. (27) and using the expressions forbh0, bh1 and bh2 as given by Eqs. (41), (48), and (74), the terms inde-
pendent of �l can be volume-integrated to give a spatial average of
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�bcðr;l; sÞ in the Laplace domain. Inversion into the time domain
gives

bCavg tð Þ ¼ bC0 tð Þ þ e bC1 tð Þ þ e2 bC2 tð Þ þ � � � (97)

where

bC0 tð Þ ¼ 6
X1
n¼1

ek2
nt

Gnk
2
n

(98)

bC1 tð Þ ¼ 3/D

X1
n¼1

e�k2
nt

G2
nk

2
n

1�UD�U2
Dk2

n

� 	
�

2 2�UDk2
nþ k2

nt
� 	

Gn

24 35
(99)

bC2 tð Þ ¼ þ 39

80
þ 5

96g

� � bC0 tð Þ þ cd
a tð Þ þ cd

b tð Þ þ ck
b tð Þ þ cb

b tð Þ

(100)

with

cd
a tð Þ ¼ � 39

80
þ 5

96g

� �X1
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� 	
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(101)

cd
b tð Þ ¼ 5

16g
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2
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(102)

ck
b tð Þ ¼ 5

32g
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n¼1

e�k2
nt

ð1� UD � U2
Dk2

nÞð1� 2WD þW2
Dk2

nÞk2
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(103)

cb
b tð Þ ¼ 5

32
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n¼1

/2
DW2

Db2
ne�b2

nt

½1þWD �W2
Dð2� b2

nÞ�ð1� 2WD þWDUDb2
nÞð1� 2WD þW2

Db2
nÞ

(104)

As with the Sherwood number expressions, kn, dn, and bn are the
roots of the transcendental equations given by Eqs. (89), (95), and
(96). In the limit of Bi� 1, one can approximate the capsule con-
centration to be uniform, and simple mass-transfer analysis yields

Sh tð Þ ¼ b 1þ 1

2
eb 1� 3bt

/D

� �� �
e
�3bt

/D ; where b ¼ Bi

1þ Bi

(105)

This result is based on the OðeÞ solution and of course limited by
e� 1. It can be used to calculate the capsule half-life to that order
which is given in the Conclusions section.

The numerical results from this perturbational analysis will be
provided along with those from the computational analysis that
we treat next.

3 Computational Analysis

The computational analysis for the model was carried out by a
finite element scheme that allowed accommodation for the eye
geometry and the corresponding boundary conditions pertaining
to eye physiology.

3.1 Geometry. The computational finite element model is
based on three-dimensional axisymmetric geometry as given in
Fig. 3. Since the goal is to model the flow inside the vitreous
humor, the overall geometry is assumed to be a spherical segment
with a partial cut on the region where vitreous is in contact with
that ciliary body and the lens. The detailed dimensions together

with boundary and domain annotations are presented in Fig. 3.
The Petrov–Galerkin method was used with the finite element
meshes illustrated in Figs. 4 and 5.

3.2 Assumptions. As mentioned before, the goal of this study
is to model the physiological intraocular flow as well as the trans-
port phenomenon associated with a drug implant. In this regard,

Fig. 3 Schematic of the computational domain with
inlet–outlet flow characterization

Fig. 4 A sectional schematic of the finite element meshwork in
the vitreous region
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two mathematical models are used and each of them requires a set
of simplifying assumptions. Of those, we have already conducted
the calculations for the Pe� 1 with Darcy flow in the vitreous in
Sec. 2. For the computational model, low Peclet number limit is
relaxed and moderate Pe values are admitted. The fluid flow in the
vitreous is still considered incompressible. For momentum con-
servation, the Brinkman flow model is used so that the no-slip
condition is effectively satisfied at the capsule surface. For mass-
transport modeling, the classical convection-diffusion equation is
used in the fully time-dependent form in both regions (within the
capsule and outside).

3.3 Fluid Flow and Mass Transport Equations. The fluid in
the vitreous is considered to be incompressible so that

r� � u� ¼ 0 (106)

This is consistent with Eq. (1). For Darcy flow, the momentum
equation is

u� ¼ �K

l
r�p� (107)

as stated in Eq. (1). In the case of Brinkman flow, the momentum
equation is given by

r� � ~lr�u�ð Þ � l
K

u� þ r�p�
� �

¼ 0 (108)

Fig. 5 A schematic of the meshwork in the spherical implant

Table 1 Initial, boundary, and interface conditions

Flow (Br) Concentration

Inlet �u� � n ¼ u0 �n � ð�Dr�c� þ u�c�Þ ¼ lið0� c�Þ
Outlet p� ¼ 0 n � ð�Dr�c� þ u�c�Þ ¼ loðc� � 0Þ
Wall u� ¼ 0 n � ð�Dr�c� þ u�c�Þ ¼ 0
Capsule u� ¼ 0 �n � bDr�bc� ¼ �n � Dr�c� ¼ lðbc� � c�Þ
t� ¼ 0 — bc� ¼ c0; c� ¼ 0

Fig. 6 Flow streamlines for the computational model

Fig. 7 Comparison of analytical and numerical solutions of average concentration
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where ~l is a modified viscosity and the term therein applies near
the boundary facilitating the no-slip condition. Thus, the boundary
condition (5) is modified so that

u� jr�¼R ¼ 0 (109)

For common porous media ~l ¼ l=e0 has been adopted [30] where
e0 is the permeability. The mass transfer outside the capsule and
inside is given by Eqs. (2) and (3), respectively. The other initial/
boundary/interface conditions (4), and (6)–(9) apply as they are.
Computationally, in place of (8), we apply the symmetry condi-
tion about the z-axis. For mass transfer simulation, no-penetration
boundary condition is applied to the walls. At the inlet and the

outlet, mixed boundary conditions are applied whereby the pene-
trating fluid carries the drug at its concentration level and mem-
brane permeability coefficients li and lo are applied. Some of
these conditions are restated in Table 1 for the sake of complete-
ness. It should be mentioned that since these interfaces are quite
far removed from the main activity center (the capsule), the
results are quite insensitive to li and lo values.

4 Results and Discussion

4.1 Fluid Flow. The flow field from the computational analy-
sis is presented in Fig. 6. The streamlines emanate from the hya-
loid and terminate in the retina.

Fig. 8 Relative difference DC 5 (bC anal2bC comp)/bC comp between analytical and computational results for
the average concentration

Fig. 9 Comparison of analytical and numerical solutions for the Sherwood number

Journal of Heat Transfer OCTOBER 2021, Vol. 143 / 101201-9



4.2 Mass Transfer Validation. The validation of the compu-
tational results is carried out by comparison with the perturbation
analysis for Pe� 1. First, for the eye geometry, the flow field
was obtained without the capsule. The flow velocity at the capsule
location was obtained and applied as the far-field velocity U0 in
the perturbation analysis. It is this velocity that was used to deter-
mine the Peclet number. The analytical solution is derived for
drug diffusion from a sphere into an infinite medium with Darcy
flow past the sphere. Figures 7–10 present the comparisons of the
numerical solutions with the analytical solution for different Pec-
let numbers and Biot numbers. Figure 7 corresponds to the solu-
tions of the average concentration inside the sphere. The
difference between the analytical and computational results is
very small for Pe � 0:2. Even for Pe ¼ 0:5, the agreement is quite
good. To see the relative difference between the analytical and the
computational results, the parameter, DC ¼ ð bCanal � bCcompÞ
= bCcomp, is calculated and plotted as a function of the Fourier num-
ber in Fig. 8 where the deviation is presented on a stretched verti-
cal scale to amplify the differences. It should be noted that the
vertical scale for Pe ¼ 1:0, the scale is different from the lower
values of Pe. Figure 9 corresponds to Sherwood number calcula-
tions in terms of Fourier number which represents the nondimen-
sional time. As with the average capsule concentration results, the
Sherwood number values agree very well small Peclet numbers
(Pe � 0:5Þ. It is of course noticeable that the greater the Peclet
number becomes, the higher the intercept offset between analyti-
cal and numerical solutions becomes. This is an expected observa-
tion because the analytical solution assumes small values of
Peclet number and is valid only for those values. For Pe ¼ 1,
deviation between computational and analytical results is signifi-
cant. To illustrate the deviation, we have plotted the relative devi-
ation between these results DSh ¼ Shanal � Shcompð Þ=Shcomp in
Fig. 10. Once again, we point out that the vertical scales for the
different Peclet numbers are not all the same.

Based on the aforementioned results and observation, it is con-
cluded that the numerical method is valid and matches the analyti-
cal solution within the limits of low Peclet number assumptions.
The computations were carried out for an axisymmetric system

since the capsule is placed on the eye centerline. However, it is
feasible to carry out fully 3D computations and we expect the
localized flow perturbation analysis about the capsule to still hold.

5 Conclusions

For a sustained-release drug capsule, computational and analyt-
ical predictions have been carried for the drug release rate and the
average capsule concentration. The analytical solution has been
developed by a singular-perturbation procedure for Pe� 1. The
analytical flow field is based on Darcy’s equation with uniform
surrounding flow in the local region around the capsule. We have
the following conclusions for the computational and analytical
models:

(1) The singular perturbation results with Peclet number Pe ¼
e as a small parameter have been obtained to give the drug
mass transfer rate from the capsule and the concentration of
the remaining drug as a function of dimensionless time.

(2) The overall mass transfer is devoid of the angular-
dependent terms since such terms integrate to zero over the
surface of the sphere. The nonradial effect at O eð Þ, how-
ever, brings a contribution to the purely radial part at
O e2ð Þ:

(3) The convective transport brings about the asymmetry that
contributes to the overall mass transfer in the form of the
Peclet number Pe ¼ e:

(4) The capsule membrane permeability (mass-transfer Biot
number) is the controlling parameter and further limiting
analysis for Bi� 1 followed by straightforward mass-
transfer calculations gives the capsule half-life as
T1=2 ¼ ½ð1þ BiÞ=3Bi�ln2

(5) The computational model using Brinkman flow allows us
to conform more closely to the eye geometry and provides
drug transport to Pe ¼ O 1ð Þ and higher. We also see that
the analysis based on the local flow in the vicinity of an iso-
lated capsule is quite reasonable.

Fig. 10 Relative difference DSh 5 (Shanal2Shcomp)/Shcomp between analytical and computational results
for the Sherwood number

101201-10 / Vol. 143, OCTOBER 2021 Transactions of the ASME



(6) The comparisons of the two models show excellent agree-
ment at e ¼ 0:1 and lower values. The computational model
shows somewhat slower release rate than the perturbation
model. This owes largely to the quasi-steady model for the
exterior-region transport.
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Nomenclature

Roman Symbols

b ¼ Bi=ð1þ BiÞ
Bi ¼ lR=D ¼ mass-transfer Biot number

c ¼ drug concentration
C ¼ drug concentration, outer variablebCk tð Þ ¼ average capsule concentration

components
D ¼ diffusion coefficient

fnðeÞ ¼ perturbation expansion parameter
Fo ¼ t� bD=R2 ¼ Fourier number

gðeÞ ¼ perturbation expansion parameter
Gn ¼ 1� UD þ U2

Dk2
n

hk ¼ concentration (inner perturbation
expansion)

Hk ¼ concentration (outer perturbation
expansion)

inð Þ; knð Þ ¼ spherical Bessel functions
K ¼ Darcy coefficient (permeability)
l ¼ membrane permeability
L ¼ Laplace transform operator
n ¼ unit normal vector
p ¼ pressure
P ¼ dimensionless pressure

Pn �lð Þ ¼ Legendre polynomials
Pe ¼ e ¼ Peclet number

q ¼ s1=2 ¼ Laplace parameter
Q ¼ total mass flow

qd
a tð Þ; qd

b tð Þ; qk
b tð Þ; qb

b tð Þ ¼ Sh2 tð Þ components
r ¼ radial coordinate
R ¼ capsule radius
s ¼ Laplace domain variable

Sh ¼ Sherwood number
t ¼ time

u ¼ velocity
U0 ¼ local velocity around capsule

z ¼ vertical coordinate

Greek Symbols

bn ¼ transcendental function roots (Eq.
(96))

dn ¼ transcendental function roots (Eq.
(95))

D ¼ computational versus analytical rela-
tive difference

e ¼ perturbation parameter, Peclet number
g ¼ 1=Biþ 1

2
h ¼ angular coordinate

kn ¼ transcendental function roots (Eq.
(89))

l ¼ viscosity
~l ¼ viscosity adjusted for Brinkman flow
�l ¼ cosh

q ¼ er ¼ outer radial coordinate
/D ¼ bD=D ¼ diffusion coefficients ratio

UD ¼ /D 1þ 1=Bið Þ

WD ¼ /D
1
2
þ 1=Bi

� �
Subscripts/Superscripts

anal ¼ analytical
C ¼ in reference to concentration

comp ¼ computational
i ¼ inlet
o ¼ outlet

Sh ¼ in reference to Sherwood number
* ¼ dimensioned variables

0,1,2,. ¼ perturbation expansion hierarchy

Accents b¼ capsule parameters
�¼ overbar, Laplace transformed

variables
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